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In this paper we present two approaches for extracting the surface profile as well as obtaining 3D ima-
ging of near field objects by usage of partial coherence and digital holography. In the first approach a light
source with given temporal partial coherence is used to illuminate a near field object. The reflected light
is interfered with the reference source. By computing the local contrast of the generated fringes one may
estimate the 3D topography and the profile of the object. This approach extracts the 3D information from
a single image, and its accuracy does not depend on triangulation angle like in fringe projection methods.
The second approach is tomography based. There we illuminate the object from several slightly different
angles, and for each we compute the wrapped phase using digital holography techniques. Combining the
wrapped phase estimation from several points of projection allows calculating the unwrapped phase and
therefore the true profile of even a phase-only object. Increasing the number of points of view decreases
the relative error of the estimated profile. © 2008 Optical Society of America

OCIS codes: 090.1995, 150.6910, 030.1640, 110.5086.

1. Introduction

There is a very large variety of techniques for 3D and
range estimation. Therefore, we will mention only
some of them. One common approach includes pro-
jection of a grating and computing the gradients ob-
tained in the image [1–5]. The main disadvantage of
this type of estimation is that the gradients are ob-
tained only in locations with height changes that are
usually very space limited and shadowed. Since the
height estimation in this approach is cumulative, a
miss of a certain gradient (height change) accumu-
lates an error. In addition the technique will obtain
the height change only in the direction perpendicular
to the projected grating. If the height change coin-
cides with the grating direction no gradient will be
obtained.
Other 3D techniques involve projection of a line on

the object and scanning the object with that line. The

height might be obtained based on the curvature of
the projected line [6–11]. The main problem with
those approaches is in the fact that the object must
be static during the scanning process, otherwise the
height estimation is blurred. Such approaches will
not work for motion estimation.

Another technique is high speed scanning based on
active laser triangulation and a variety of fast to even
real-time scanners [12]. A completely different ap-
proach is based upon stereometric structured light
technique where active projection of patterns is
viewed from various angles by the camera [13,14].
The accuracy of all previously mentioned techniques
depends on the angle between the object and the pro-
jector and the camera or, as in triangulation [15–17],
on the angle that the object creates with the two
cameras.

Some other approaches are based upon diffractive
optical elements that project a pattern that varies
along the axial direction of light’s propagation and
that way the type of pattern seen by the camera pro-
vides the designation of the distance [18]. However,
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in this type of approach the axial resolution of range
estimation as well as the transversal resolution are
very limited.
Holography allows the extraction of the phase of

the object, although the recording is done in intensity
[19–23]. In analog holography the recording of an in-
tensity pattern that is a result of interference is done
on a photo film, while a reference beam is projected
side by side with the light reflected from the object.
The reconstruction is done by illuminating the film
with the same reference beam. In digital holography
[24] the interference pattern generated from the ob-
ject and the reference wave is recorded onto an image
sensor, and reconstruction is done with a computer
by numerical propagation methods (e.g., convolution
[25,26], angular spectrum [27], and Fresnel–Kirchh-
off [28,29]). The worse resolution of digital imaging
media as compared with analog holographic media
limits the maximum angle between interfering
beams to a few degrees.
The use of an in-line setup permits the measure-

ment of the object complex amplitude distribution
by using phase shifting interferometry [30,31]. Simi-
larly, Iemmi et al. [32] applied a point diffraction in-
terferometer to digital holography using phase
shifting steps controlled by means of a liquid crystal
device (LCD). That way they could obtain both am-
plitude and phase distributions and visualization
of a 3D object by simple propagation of the calculated
distributions using computer tools. One of the most
useful applications of digital holography is micro-
scopy. Digital in-line microscopy with numerical re-
construction [33,34] provides a powerful technique
for lensless imaging when a low-density object is im-
aged. Note however that digital holographic micro-
scopy is also done in off-axis geometry, for example
as presented in [35–38].
Another interesting approach for 3D is based upon

using the coherence of a light source. If the coherence
length is short, only surface variations that are smal-
ler than this length will generate interference fringes
[39,40]. By shifting the sample each time, the fringes
will appear in different transversal locations and the
3D topography of the sample can be mapped. For ex-
ample, in optical coherence tomography [41,42], the
coherence length of the light source is used in order
to interfere only with light reflected from a very cer-
tain layer inside the biomedical sample. A similar
concept is used in digital holography, where 3D topo-
graphy of the sample can be mapped without trans-
versal scanning [43,44]. In addition, various papers
were also published about tomography in digital ho-
lography where rotation of the specimen or modifica-
tion of the illuminated wave was used to extract the
profile [45–47].
In this paper we present two approaches that are

related to digital holography in order to estimate the
3D profile of reflective as well as transmissive ob-
jects. The first approach is based upon illuminating
a reflective object with light source of given coher-
ence length. The coherence length may be relatively

long. However, the contrast of the fringes within this
length will vary. We map our source by measuring
the contrast of the interference fringes versus axial
position. This will now be our lookup table for the
3D estimation. Now, after placing our reflective ob-
ject into the system we capture a single image (we
do not shift the object and scan as in [48]) and com-
pute the locale contrasts of the fringes. By comparing
this contrast with the lookup table we extract the 3D
information. This approach extracts the 3D informa-
tion from a single image, and its accuracy does not
depend on the triangulation angle.

The second approach deals with a technique allow-
ing extraction of profile of transmissive objects espe-
cially in microscopy and mainly with biomedical and
cell research, where in many cases the sample is
transparent (phase-only objects). The approach re-
sembles the concept of tomography [49]. We use di-
gital holography in order to extract the phase
profile obtained from an object while we slightly vary
the angle of the specimen. The profile of the sample is
extracted from at least two angles despite the fact
that the profile variations generate phase changes
of more than 2π. Actually the usage of at least two
angles is required in order to solve the phase wrap-
ping ambiguity existing in all the other approaches
such as phase shifting [30].

If the sample is uniform in its profile and there is
variation only in the refraction index, this approach
can be used as well in order to estimate the refraction
index of the transparent sample (various approaches
exist for determination of the refractive index in
digital holography such as in [38,50–53]). By using
more than two angles, the precision for the profile es-
timation (or for the refraction index) is increased. Ap-
plying the proposed approach in microscopy for
research of cells offers several advantages such as
imaging of phase-only objects without the need to
translate the phase information into an amplitude
information, extraction of the true profile without
phase wrapping ambiguities, and possibility for esti-
mating the refraction index.

In Section 2 we present the theory and explain the
operation principle of each one of the two approaches.
In Section 3 we present some preliminary experi-
mental results. The paper is concluded in Section 4.

2. Operation principle

A. Partial coherence for 3D

The first approach that is presented in this paper
deals with extraction of 3D information based upon
the partial coherence of the light source. Assuming
two interfering beams, the resulting field distribu-
tion equals

Etotðx; tÞ ¼ A1 expðiϕ1ðtÞÞ exp
�
2πi × sin θ

λ x

�

þ A2 expðiϕ2ðtÞÞ exp
�
−2πi × sin θ

λ x

�
; ð1Þ
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where Ai, φi are the amplitude and the phase of each
beam, respectively; λ is the wavelength; and θ is the
difference between their angles of arrival to the de-
tection plane. The intensity in this case equals

ItotðxÞ ¼ hEtotðx; tÞE�
totðx; tÞi

¼ A2
1 þ A2

2 þ 2A1A2hcosðϕ1ðtÞ − ϕ2ðtÞÞi

· cos
�
4π sin θ

λ x

�
; ð2Þ

where < … > designates time averaging operation.
For two coherent sources: hcosðϕ1ðtÞ − ϕ2ðtÞÞi ¼
cosðϕ1 − ϕ2Þ, and for incoherent sources hcosðϕ1ðtÞ−
ϕ2ðtÞÞi ¼ 0. Therefore it is clear that the amount of
coherence determines the contrast of the generated
interference fringes.
Given a certain laser, its coherence length inver-

sely depends on its spectral bandwidth (its colors’
content). What we propose in this technique is an ap-
proach for mapping the 3D information of reflective
objects. We assume that only a single interference
image is captured. Since we are talking about reflec-
tive objects (and not diffusive) no imaging lens is
needed for the setup in order to relate the contrast
of the interference fringes and the resulting 3D pro-
file with the spatial coordinates of the object.
Basically we use Michelson’s interferometer con-

figuration, where there is a mirror in the reference
path and an object in the second optical path. Since
λ=ð2 sin θÞ is the spatial period of the fringes we will
use a relatively large angle difference θ (of, say, a few
degrees, e.g., 1°) such that the interference fringes
are obtained with high spatial frequency and there-
fore high spatial lateral resolution for the 3D map-
ping (for instance with an angle of 1° we may have
spatial lateral resolution of 15 μm for a wavelength
of 500nm),
We start by calibrating our system and instead of

an object we place a mirror (therefore the setup is a
Michelson interferometer with two mirrors both in
the reference plane and in the object path). We scan
with the mirror and map the change of the local spa-
tial contrast of the interference fringes versus the
axial position of the reference mirror. This result will
be used as our lookup table for later on to translate
the contrast of the image to real 3D information of
the reflective object. The smaller the axial range
we wish to map, the shorter should be the coherence
length of our light source.
After computing the lookup table, we place the ob-

ject back into the interferometer setup (we take out
the mirror that before was temporally placed in its
position) and capture a single image. We compute
the local contrast of the fringes for every transversal
position in the captured image. By comparing the re-
sult with our lookup table the profile of the object
may be estimated. Note that by tuning the spectral
width of our light source we vary its coherence
length, and therefore we can control or adjust the ax-
ial range that is usable for the 3D mapping.

The proposed approach is good for extracting the
3D information or the profile of reflective objects,
while its main application can be in the field of mi-
croscopy or in the microelectronic industry (inspec-
tion of various wafers) since the shorter the
coherence length, the better the axial resolution.
The main advantage of this approach in comparison
with other approaches is that it does not use trian-
gulation, and therefore its precision is not dependent
on the angle between the object and the two cameras
[15–17] or the camera and the projection module [6].
Another advantage is that the 3D information is ex-
tracted from a single image, while no axial scanning
is required [48], and therefore this method may be
used for real time mapping of live specimens.

Note that since lasers usually have several spec-
tral lines (due to their Fabry–Perot interferometer),
the coherence length is a periodic function, while its
period inversely depends on the total spectral width
of the source (the spectral separation between the
lines multiplied by the number of lines) and the over-
all number of periods inversely depends on the width
of each spectral line (actually it will be the ratio be-
tween the total spectral width and the width of each
spectral line). In our experiments for the demonstra-
tion of this approach we used Nd:YAG laser with ax-
ial periodicity for the coherence function of close to
2mm (overall spectral width of about 150GHz).
The coherence length should be application depen-
dent. For instance, for application of chip inspection
(in microelectronics) or for microscopy, the coherence
length should be in the range of about 0:1mm For
application of pattern recognition, computer vision,
and gaming, the range should be a few tens of cm
or even more.

An important comment is related to the relation
between the lateral field of view and the axial reso-
lution obtained by this approach. Across the field of
view the fringes do not have uniform contrast since
rays coming to the external regions of the field of
view travel longer optical paths in comparison with
the rays coming to the center of the field. The differ-
ence of the contrast along the field of view can be
mapped as part of the calibration process in which
the lookup table is prepared. However, the field of
view must be limited such that for a given coherence
length and thus for a given axial resolution the
fringes at the borders of the field of view will still
have detectable contrast. Mathematically, given a
sensor having b sampling bits, i.e., 2b gray levels
of dynamic range, and angle of θ between the two in-
terfering optical paths, and a sensor with a lateral
dimension of L, the best possible axial resolution
δz that may be obtained will be

δz ≈ L × sin θ
2b

; ð3Þ

which means that the contrast of the fringes at the
edges of the image should not be below the minimal
level of quantization.
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Another important note is related to the number of
sampling pixels. In every period of the interference
fringes one needs more than 2 sampling pixels (at
least twice as much as required by Nyquist’s sam-
pling theorem) in order to estimate the contrast.
The double number of pixels is needed to have suffi-
ciently accurate estimation. Therefore if the angle
between the two interfering paths is 1° and thus
the period of the fringes is 15 μm for a wavelength
of 500nm, then the size of the pixels should not be
larger than about 4 μm in order to have sufficient
samples for the contrast estimation. Thus, since
4 μm is about the smallest available pixel size, the
value of about 15 μm is the maximal lateral resolu-
tion for the 3D mapping.
Since the 3D mapping in this approach is based

upon local contrast estimation, the reflectivity of
the objects can affect this estimation, and it must
be addressed in the calibration stage as well as in
the profile estimation procedure. In the next section,
in Eqs. (7) and (8) we demonstrate that in proper
computing procedure this effect is not too significant.
We show that even in the extreme case of a silicon
wafer having reflectivity of only 30% for intensity
and a mirror in the reference path having reflectivity
of 100%, the effect over the contrast estimation is
only 15%. Therefore, if the inspected object comprises
several materials, each having a different refraction
index and therefore different reflectivity, the maxi-
mal error will be smaller than 15% [e.g., see experi-
mental results of Fig. 5(a)]. In the real case the
variation in the reflectivity will not be 70% (100%
in comparison with 30%) but rather smaller than
that, which will affect the estimation by only a few
percent. By proper normalization the generated er-
ror may be reduced (e.g., by estimating the contrast
in plurality of neighbor sampling points and aver-
aging the results).
The proposed technique does not include an ima-

ging lens, and therefore the lateral resolution for
the 3D mapping is affected not only by the coherence
of the source or the capability to estimate local con-
trast but also by the diffraction, which blurs spatial
features especially near steep borders. The blurring
spot or the spatial resolution δxz that is forced by the
diffraction after free space propagation of a distance
of Z can be estimated by the following relation:

δxz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δx2 þ ðλZ=ð2π · δxÞÞ2

q
; ð4Þ

where δx is the standard deviation of the smallest
spatial feature in the original object (we assume a
Gaussian distribution), λ is the optical wavelength,
and Z is the free space propagation distance. In order
not to lose resolution one needs

Z ≤
2π · δx2

λ ; ð5Þ

assuming again spatial resolution of δx ¼ 15 μm and
wavelength of 500nm, the length of the free space

path should not be larger than approximately
Z ¼ 3mm. Basically, even such short propagation
distances may be feasible in real configurations (with
small beam splitters that can be integrated on top of
the detection array). However, in the proposed setup
the dimensions of the beam splitter prevent us of
going to Z being below 1 cm. Therefore, the spatial
resolution will be reduced to δx ¼ 30 μm.

B. Phase unwrapped profiling

Phase-shifting and holography-based approaches are
used for extraction of 3D information. The main pro-
blem of those approaches is the phase wrapping, i.e.,
the mapping range should not be larger than one wa-
velength otherwise there is an ambiguity [30]. There-
fore such approaches are not suitable for profile
estimation having a large range of topographic var-
iations. Here we suggest using a tomography-based
approach in order to solve the phase wrapping am-
biguity.

The idea is to project a transmissive object whose
profile we wish to extract, from several angles. Then,
by digital holography to recover the phase of every
exposure. The phase recovery by digital holography
includes performing a Fourier transform over the
fringe pattern and then taking out the information
around the first diffraction order, putting it around
the center of the axes, and performing the inverse
Fourier transform. The obtained result is back free
space propagated (using the Fresnel transform) a
free space distance that exists between the specimen
and the recording array. The phase after the back
free space propagation is extracted, and it is the re-
sult for the desired phase that is related to the profile
of the inspected object.

The angular change between the sequential expo-
sures is very small since we require that the trans-
versal shift caused due to the change in angle will be
less than one pixel in the camera. This requirement
is important in order to be able to compare the
images one on top of the other without additional im-
age registration processing requirements (which can
be applied in case that this condition is not fulfilled).
This requirement is schematically demonstrated in
Fig. 1. From at least two angles the ambiguity of
the phase can be solved. Increasing the number of
the angles increases the accuracy of the profile esti-
mation.

The main advantage of this approach is that it can
be used for completely transparent objects (phase ob-
jects) to estimate their profile. On the other hand if

Fig. 1. (Color online) Schematic illustration of the projections
through the sample. The angular difference should not be too large
such that the two reconstructed patterns will not be shifted more
than a pixel.
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the profile is known, this technique can be used in
order to estimate the refraction index of the phase
specimen [45–47]. The main application is in micro-
scopy for biomedical applications where this proce-
dure can assist in imaging the phase-only samples
without the need to translate the phase information
into amplitude information. This approach may also
be used in the microelectronics industry especially
for wafer inspection.
The optical configuration is basically a Mach–

Zehnder interferometer where the sample is placed
on a rotating stage and its angle of position can be
accurately tuned. Assuming that a sample is illumi-
nated at two different angles θ1 and θ2, then two
phase readouts can be extracted (one per each image)
after proper processing (as done in digital hologra-
phy). We denote by aðxÞ and bðxÞ the phase extracted
in the first and the second projection, respectively:

�
2πndðxÞ
λ cos θ1

�
modf2πg ¼ a ðxÞ;

�
2πndðxÞ
λ cos θ2

�
modf2πg ¼ bðxÞ; ð6Þ

where λ is the wavelength, n is the refraction index of
the sample, and dðxÞ is the true (unwrapped) profile
that we wish to extract. mod is the mathematical op-
eration of modulo.
Plotting the theoretical a and b values for width d

varying from 0:5 μm up to 20 μm in steps of 10nm
yields the result presented in Fig. 2. One may
see that indeed the mapping is one to one and com-
paring the measured a and b values with the existing
lookup table can lead to the estimation of d.
It is clear that increasing the number of angles re-

duces the estimation error. Assuming that one uses
M angles, then the number of possible combinations
of a pair of angles will be equal to MðM − 1Þ, and

therefore since each one of those combinations will
produce an uncorrelated estimation for the profile
d, the overall error will be reduced by a factor
of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MðM − 1Þ − 1

p
.

3. Experimental investigation

A. Partial coherence for 3D

An experimental setup that is based upon Michelson
interferometer was constructed in the lab (see in
Fig. 3 both the schematic sketch of the setup and
its real image). As opposed to the setup in [48], no
imaging lens is needed since we deal with reflective
rather than diffusive objects. First, we have con-
structed the lookup table by placing a mirror instead
of the object and axially shifting (i.e., scanning with)
the mirror of the reference beam while measuring
the contrast for all of its axial positions. We used

Fig. 2. (Color online) One to one mapping between various
heights of the profile dðxÞ and the readout phases aðxÞ and bðxÞ.

Fig. 3. (Color online) Experimental setup for the partial coherence experiment. B.S, beam splitter.
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an Nd:YAG laser at a wavelength of 512nm. The con-
trast chart versus the axial shift appears in Figs. 4(a)
and 4(b). Actually we did this measurement twice for
two different alignments of the setup. Obviously the
contrast and the lookup table depend on the specific
alignment of the optical setup.
In the next step we placed a reflective object

containing several silicon wafers (taken from the
microelectronics industry). We performed two experi-
ments; in the first the two wafers were positioned
side by side on top of a mirror. In the second experi-
ment we used three wafers, two placed on top of the
third one.
As previously mentioned a very interesting prop-

erty of the proposed configuration is that it almost
does not depend on the exact reflectivity of the sur-
face of the object that we map. What we mean is that
the spatial contrast variations mainly depend on the
topography rather than the reflectivity profile of the
object. This is a very important property since other-
wise the method would not have been that applic-

able. Let us now mathematically estimate the
sensitivity to the reflectivity of the inspected object.
The contrast C is defined as

C ¼ Imax − Imin

Imax þ Imin
¼ 2jr1r2j

jr1j2 þ jr2j2
; ð7Þ

where Imax and Imin are the maximal and the mini-
mal intensities, respectively, of the interference
fringe. r1 and r2 are the fields’ reflectivity for the
two optical paths of the interferometer. This is of
course in the case of perfect alignment and ideal con-
ditions. In our experiments we used silicon wafers,
while the lookup table was obtained with mirrors.
The reflectivity of silicon can be computed using
Fresnel coefficients. At normal angles

jrj ¼
����n1 − n2

n1 þ n2

����: ð8Þ

In the case of silicon surrounded by air we have ap-
proximately n1 ¼ 3:5 and n2 ¼ 1, and therefore
jrj ¼ 0:556. In the case of the mirror, the reflectivity
coefficient jrj is close to 1. If we place those numbers
in Eq. (7) we see that instead of having maximal con-
trast of 1 we will have a contrast of 0.85. Therefore, in
the extreme case of a perfect mirror and a silicon wa-
fer which is far from being a mirror, the variation due
to the change in the object’s reflectivity is only by
15%. Obviously in the practical case this difference
is much smaller since the mirror's reflectivity is
not exactly 1 and the alignment is not perfect. Also
when we know the type of substrate (e.g., silicon) we
can perform a normalization of contrasts according to
the ratio from Eq. (7).

Note that in the visible range the silicon will have
not only a real but also an imaginary part (attenua-
tion) for the refractive index. However, the imaginary
part of the refractive index is about 200 times smal-
ler than the real part and therefore was neglected in
our computation.

Following this line we performed two experiments
with silicon wafers. The thickness of each wafer was
765 μm with standard variation for the thickness of
10 μm. In both experiments the objects were placed in
the setup (each in turn) and the interference pattern
was captured. The local contrast of the fringes was
computed, and it was compared with the results from
the lookup table of Figs. 4(a) and 4(b). Since the or-
ientation or the tilting angles of the fringes are un-
known and they are varied along the captured image,
the estimation of the local contrast in an automatic
manner was not trivial. Our solution for this problem
was to use the Radon transform for the computation
of the local contrasts (the Radon transform produces
a high value if the direction of its projections is par-
allel to the direction of the interference fringes).
Therefore the Radon transform assisted us in auto-
matic allocation of the tilting direction of the fringes
such that correct computing of contrast was feasible.
An example of fringes and their corresponding Radon

Fig. 4. (Color online) Experimental mapping of the contrast chart
versus the axial shift of one of the mirrors. (a) and (b) are for two
different alignments. (c) Fringes and their corresponding Radon
transform.
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transform (to be used for the estimation of the con-
trast) is presented in Fig. 4(c). At the angles corre-
sponding to the tilting of the fringes, at the Radon
transform one will get a periodic pattern with high
values of gray levels. At that angle the contrast
should be computed, and this is the tilting angle of
the fringes. After computing an image of local con-
trasts, a topography image for the specimen can be
extracted.
The experimental results, including the image of

the object and the interference pattern of the fringes
as well as the numerical extraction of the local con-
trasts, appear in Fig. 5. The image in Fig. 5(a) corre-
sponds to the alignment, and the lookup table of
Fig. 4(a), and the image of Fig. 5(b) corresponds to
the alignment of 4(b). After the measurements of
the local contrast we saw in both cases that indeed:

• In Fig. 5(a) the difference in thickness between
the two small silicon wafers and the mirror is around
765 μm (as anticipated), while the difference between
the two wafers (upper left and upper right) is ap-
proximately of the order of magnitude of 20–30 μm.
This is obtained by comparing the reference chart

of Fig. 4(a) with the measurements of the contrast
in Fig. 5(a). The relevant values were marked on
the chart in Fig. 4(a).

• In Fig. 5(b) the difference in thickness between
the wafer on the left side and the two wafers on the
right side is approximately 765 μm (as anticipated),
while the difference in the thickness of the two wa-
fers on the right side (right/up and right/ down) is
about 10–15 μm. This is obtained by comparing the
reference chart of Fig. 4(b) with the measurements
of the contrast in Fig. 5(b). The relevant values were
marked on the chart in Fig. 4(b).

Note that since the lookup charts of
Figs. 4(a) and 4(b) are periodic, there are several
positions that have had the contrast values (of
Fig. 5(a) and 5(b)) measured, each resulting in a dif-
ferent possible result for the height estimation. In
general, in the proposed approach we do not intend
to go beyond half a period of the reference lookup
charts, i.e., beyond half the period of the axial coher-
ence length, and that way we intend to avoid inter-
pretation ambiguity. It is even recommended to have
the working zone much smaller than that in order to
stay in the linear region of the lookup (i.e., calibra-
tion) chart in order to have a linear relation between
the changes in contrast and their corresponding
height/topography interpretation. The object that
we tested in our preliminary experiment did not have
perfect fit to the coherence length of our laser, and
therefore some ambiguity in interpretation was gen-
erated. By looking in the a priori known range we
could estimate the precise value of the profile. Ob-
viously in a real application proper fitting should
be made between the coherence length of the source
and the range of profiles that we aim to inspect in our
specimen. In addition, generally speaking the lookup
tables have a discrete set of values. Therefore, if the
measured contrast falls in between two values of the
table an interpolation procedure is applied in order
to have the precise profile estimation. Also note that
the experimental setup of Fig. 3 is used only for re-
flective objects such as those that we took from the
silicon industry. The 3D information was extracted
from a single image, and therefore it is useful for real
time inspection applications.

B. Phase unwrapped profiling

The experiment included construction of Mach–
Zehnder-based interferometer, while the sample to
be inspected was placed on top of a high precision ro-
tation stage. The image of the setup appears along
with its schematic sketch in Fig. 6. We used a He–Ne
laser with a long coherence length (more than a few
tens of cm). The inspected object was a small rectan-
gle generated in photolithography process on top of a
glass substrate. The refraction index of the glass sub-
strate was 1.5, while that of the photoresist was 1.6
(after developing). The photoresist used was SU-8.
For comparison, the profile of the rectangle was
mapped using an Alpha-Step profile meter and ap-

Fig. 5. (Color online) Image of the object used for the partial co-
herence experiment and the obtained interference pattern with
the extracted local contrasts. (a) Two silicon wafers positioned
on a mirror. (b). Two silicon wafers positioned on top of a third si-
licon wafer.
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pears in Fig. 7, where each pixel was 0:8 μm. There-
fore the dimensions of the rectangle were about
0:7mm by 2:4mm. The profile height was approxi-
mately 10 μm (see Fig. 7 for a mesh chart).
Next we tried to verify the experimental data of

Fig. 7 by applying our tomography-based approach.
We used projection at two angles separated by 1
degree. The obtained results are seen in Fig. 8. In
Fig. 8(a) one may see the two phase images obtained
for the two projection angles. The phase images were
obtained using digital holography. The algorithm
was as follows: we performed a Fourier transform
over the recorded fringe pattern, and then we took
out the information around the first diffraction order.
We placed it around the center of the axes and per-
formed an inverse Fourier transform. The obtained
result was back free space propagated, using the
Fresnel transform by the free space distance existing
between the specimen and the recording array. The
phase of the obtained distribution after the back free
space propagation was extracted. In Fig. 8(b) we com-
puted the profile of the sample. Each pixel in the fig-

ure is a pixel of the camera that is 6:7 μm by 6:7 μm.
The thickness appearing in the figure is in meters.

Onemay see that the results obtained using digital
holography with multiple projections correspond
well to the experimental measurements of Fig. 7 both
in the transversal dimensions of the phase segment
(about 0:7mm by 2:4mm) and by its thickness (about
10 μm). Therefore, the proposed approach may be im-
plemented in microscopy in extraction of profiles of
transmissive phase objects (objects as biological
cells).

4. Conclusions

In this paper we have demonstrated two approaches
for extraction of the profiles and the 3D information
of objects. In the first case we used an approach that
is based upon the coherence property of the light
source that affected the local contrast of the obtained
interference fringes. From a single image we were
capable of estimating the 3D information of a reflec-
tive object, and no scanning in time was required.
The main advantage of this approach is that it fits
well for real time object inspection, its accuracy does
not depend on triangulation angle, and its axial pre-
cision can be tuned just by varying the spectral band-
width of the light source and by changing its
coherence length. In the second approach we have
demonstrated a technique that has some similarity
to tomography and that uses digital holography in
order to extract the phase of transmissive objects
from the plurality of slightly varied angles. Proper
computation allows true estimation of the profile
while solving the problem of the phase ambiguity
due to phase wrapping every 2π. This approach al-
lows imaging of phase-only transmissive objects,
and in cases when the profile of the objects is known
it allows estimating its refraction index.

This work was supported by FEDER funds and the
Spanish Ministerio de Educacion y Ciencia under the
Project FIS2007-60626.

Fig. 7. (Color online) Experimental reconstruction using an Al-
pha-Step profile meter. Each pixel is 0:8 μm.

Fig. 6. (Color online) Experimental setup for the profile extraction concept based upon multiple angle projection.
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